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How do we find the useful patterns?
> Association rule mining
> High-utility itemset mining
Utility-Driven Mining Techniques
> Data-type-oriented models
> Constraint-based models
> Big and dynamic data models

Projects in progress for ML/DL
SPMF project, CoBotAGV project

Conclusions and future works



What Is the interesting patterns

> There can be millions or billions of patterns from a large database

> Interestingness measures are used to select interesting patterns:

> support, confidence, life, up-to-date, utility, periodic timestamp,
correlation, importantness, weight, statistical significance, etc.

> To efficiently find patterns, strategic data mining Is designed to avoid
considering all possibilities

> Effectiveness and efficiency




Introduction of background

> Why do we need data mining?

Analytics, prediction, recommendation...




The role of data mining

Useful patterns
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Frequent itemset mining

>

>

Apriori algorithm (proposed by Agrawal et al. in SIGMOD1993)

FP-growth algorithm (Han et al., 2004)
> FIM/ARM is a fundamental research topic in DM
> Many real-world applications, such as market basket analysis

T1 | milk, cookies, beverage
T2 | milk, cookies

T3 cookies, beverage

T4 | milk,

T5 | milk,

-

minsup
minconf

Milk

IF bread is bought
THEN milk is bought




An example of frequent itemset mining

Input:
A transaction database

Transaction

& Minsup =2
Tl {a’ b’ & d} Output:
T, {a, b} frequent itemsets
T, @ d. ¢
T, {a, b, d, e} {a} 4
{a, b} 3

{a, b, d} 2




Possible solutions

> The naive approach
> scan the database to calculate the frequency of each possible itemset
> {a}, {a,b}, {a,c}, {a,d}, {a,e}, {a,b,c}, {a,b,d}, {a,b,e}...
{b}, {b, ¢}, .... {c}, {c,d}, {c,e} ... {d}, {d,e}{e}
...{a,b,c,d,e}

> But if n items, then 2" — 1 possible itemsets.

2°00 = 3273390607896141870013189696827599152216642046043064789

48329136809613379206376147488327009232590415715088668412756007100921725654
5885393053328527589376 - This approach is inefficient



Apriori property

Property (monotonicity)

Let two itemsets be X and Y. If X c Y, then the support of Y is less than or equal to the

support of X.
T, {a, b, c, d, e}
T, {a, b, e}
T, {c, d, e}
T, {a, b, d, e}

Example

The support of {a,b} Is 3.

Thus, supersets of {a,b}
have a support < 3.

(abc:1), (abcd:1), (abd:2)....etc.

10



Introduction of utility mining

> Traditional FIM or ARM only handles binary dataset
> In real-life situations
> Different weight, interestingness, importance...etc.
> Incomplete information may have wrong decision
> An itemset with high support may have low utility

> Basket Analytics
> Each item has a distinct price/profit
> Each item in a transaction is associated with a distinct quantity

Items Frequency Profit
Diamonds Low High

Clothes High Low x




What is high-utility itemset mining?

@
N 4
. .‘ l

$5 $2 $1500

Not only for basket analytics, but also in other applications
(recommendation, prediction,...etc.)



What is high-utility itemset mining?

> High Utility Itemset (HUI)

> Each item has a weight/unit profit and can appear more than once in each transaction
(purchase quantity)

> The utility of an itemset is measured by the unit profit and purchase quantity (e.g., profit
of the itemset)

> An itemset is a HUI if its utility is no less than a user-specified minimum utility threshold
(priori knowledge)

Transactional Database

TID Transaction Item | Profit High-Utility Itemsets
1 | (A1)(C,1)(D,1) A 5 - {BD}:30, {BCD}:34
2 | (A1)(B,2)(C,1)(D,6) B 2 minUtil = 30

C 1
3 (B,4)(C,3)(D,3) D 5
4 (B,2)(C,2)




High-utility itemset mining

Input
a transaction database a unit profit table
TID|Transaction Item |a b ¢ d e f g
13 (a: 1): (ba 5): (C: 1)1 (dr 3)1 (E*.r 1)1 (fa 5) Profit | 5 2 1 2 3 1 1

T> |(b,4),(¢,3),(d,3),(e, 1)
s |(a,1),(c,1),(d, 1)

Ty |(a,2),(c 6), (e, 2),(g,5)
Ts [(b,2), (c,2),(e,1),(g,2)

minutil: a minimum utility threshold set by the user (a positive integer)

Output: All high-utility itemsets (itemsets having a utility > minutil)

For example, if minutil = 33$, the high-utility itemsets are:

{b,d,e} 36% {b,c,d} 34%

2 transactions 2 transactions

{b,c,d,e} 40% {b,ce} 37 %

2 transactions 3 transactions 14




Utility calculation

a transaction database

TID|Transaction

T, [(,1), (6.5), (e 1), (:3), (&, 1), (/,5)
Tz |(b,4),(c,3),(d,3), (f: 1)

TS (a,l),(c, 1)1( &1)

Ty |(a,2),(c,6),(e,2),(g,5)

15 (b32)1(052)=(851)=(5’=2]

a unit profit table

Item

C

d
2

f
1

Profit

a b
5 2

1

e
3

The utility of the itemset {b,d,e} is calculated as follows:

u({b.d.e}) = (5x2)+(3x2)+(3x1) + (4x2)+(2x3)+(1x3)

utility in
transaction T,

utility in
transaction T,

= 36%

15

9
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A difficult task!

Why? the utility measure does not hold the
monotonic property

TID|Transaction Item

— |~
~ |

ol 2
] e

Ti ((1, 1): (b: 5): ( d:r 3)? (E, 1)& (fa 5) Profit
T> |(b,4), (e, 3),( 1

1

u(ib.d.e}) = 363 Minutil = 38
Eggggg}; ?})4_0?0 $ (b, c, d, ) would not be found

16



The utility-driven data mining framework

> Data-type-oriented models
> Sensor or |oT data
> Temporal data
> Sequential data

> Constraint-based models
> Weight and correlation
> Individualized evaluation

> Big and dynamic data models
> Dynamic situation
> Insertion, deletion, modification
> Stream data
> Large-scale, heterogenous, multi-source data

Utiliverse

17



Proposed framework

TBottom to Up!ll

18



What is important in mining

rogress

Cl; Ll: C!:
. :emsets g:xsppon :emsets _s;;)pon :l::xnsets ;\;gpon D D|<A> Dl< ANB)>
> Effectiveness b5 b Tas | L[5 | [Sioi Sequence S0 | sequence SID | sequence
d 275 d 275 bd 175 S1 <(AB)(C)(B)(A)> £> s1 <(_B)(C)(B)(A)> s1 | <(A)>
> Data-type-based 2t e [ = 1 s2__| <ae)ciop s2__|<(B)CIDP> s2_|<()o)>
ce 1/5 S3 <(A)(C)> S3 <(C)>
> New pattern development &1 si [<®i0p
o La. Cs.
> Constraint-based AT B Ty (@) (b) ©
= [[ab 2/5 = [ 15 ] 77
= : : b 275
> More specific consideration :
L=L1U L,= {a, b, c,d, e, ab, bc}.
> Efficiency
. (¢) (b) (a) () (d)
> Mlnlng performan Ce tid rec iu ru tid rec in ru tid rec iu ru tid rec in ri tid rec iu ru
3| 04783 | 515|512 ]| 2 |04305 | s1 [ s14 || 1 {03874 | s12 | s24 || 1 | 03874 | s10 | s14[] 1 | 03874 | 514 | 0
> Data Structure 5105905 | $5 [s37]|| 3 (04783 | $2 |s10]]| 4 |05314| 518 | s20] | 3 | 04783 [s10] 0 2104305 | 514 | 0
6 | 0.6561 | $5 | s4 || 5 |05905| 83 | s34 || 5 |05905]| $6 |s28 || 4 | 05314520 0 5105905 |s28| 0
> Apnon 9 | 09000 | 510 | 824 || 6 | 06561 | $4 | © 7 107200 | 518 [ 844 || 7 | 07290 | 30 | s14 || 7 [ 0.7290 | 514 | 0
. . 8 |0.8100 | $2 |21 ] 10 1.0000 | $12 [ $27|] 9 | 0.9000 | s10 | $14 || 8 [ 08100 | $21 | 0
> PI’O]ECtIOﬂ 10 | 1.0000 | $20 | $7 || 9 | 0.9000 | $14 | 0O
TWU(e) < TWU(b) < TWU(a) < TWU(c) < TWU(d) 10 | 10000 | $7 | O

> Tree
> List-based
> Pruning strategy

> Downward closure property

> Handling large-scale data

Node

Link

19




4 different proposed models

> Data type is vey various 1 | |
> Temporal/recency # Um0
> Multi-dimension \ b
> Uncertain Soil Light Air
» SlEtlErnsE Temperature Intensity ~Temperature 55755232101 55456700
and Humidity and Humidity - - ------ -« ... ...

TATCACCGCCAGTGGTAT
ATACCACTGGCGGTGATAC
TCAACACCGCCAGAGATAA
AXP - American Express (2003 - 2013) Closing Price Time Series 27 i9%¢ T TATC T CT C T T T A
a0 - TTATCACCGCAGATGGTTA
TAACCATCTGCGGT
Ao CTATCACCGCAA
— TTATCCCTTGCGGT
CTAACACCGTGCGTGTTGA
a0 - TCAACACGCACGGT
TTACCTCTGGCGGT

50,000 -

TTATCACCGCCAGAGGTAA

40,000 -

30,000 -

20,000 -

10,000 -

000




Data level (1) — Recency

1. Wensheng Gan, Jerry Chun-Wei Lin*, Han-Chieh Chao, Philippe Fournier-Viger, XuanWang,
and Philip S. Yu, “Utility-Driven Mining of Trend Information for Intelligent System,” ACM
Transactions on Management Information Systems, Vol. 11(3), Article No.14, 2020

21



Recency factor

> More recent patterns could make more significant contributions
> More recent transactions and the items within them are more important

Definition 3.1. The recency of a g-th transaction T; is denoted as r(T;) and defined as r(T;) =

(1 = §)Teurrent=Tq) \where §is a user-specified time-decay factor (6 € (0,1]), Tcurrent is the current
timestamp that is equal to the number of transactions in D, and T, is the TID of the g-th transaction.

Pattern | r(X) | u(X) | Pattern | r(X) | u(X)
(a) 2.9145 | $66 (ce) 1.2405 | $45
() 3.6235 | $100 (de) 1.3414 | $57
(d) 43626 | $112 (abd) | 0.5314 | $37
(e) 2.3624 | $35 (acd) 1.9048 | $137
(ac) 2.3831 | $140 (ade) | 0.5314 | $39
(ad) 2.4362 | $111 (bde) | 0.5314 | $36
(bd) 1.6479 | $69 (cde) 0.81 $34
(be) 1.5524 | $34 (abde) | 0.5314 | $42
(cd) 2.7148 | $119

22



Techniques

() ()] () (<) (d)
tid rec iu ru tid rec iu ru tid rec iu ru tid rec iu ru tid rec iu | ru
3 | 04783 | $15 | $12 2 104305 $1 | 514 1 103874 | $12 | $24 1 | 03874 | $10 | $14 1 103874 | $14 | O
5 [ 05905 [ $5 |$37 3 104783 | $2 | $10 4 10.5314 | $18 | $20 3104783 | %10 0O 2 (04305 | $14 | O
6 | 0.6561 | $5 | %4 5 10,5905 | $3 | $34 5 105905 | $6 | $28 4 105314 | %20 0 5105905 | $28 | 0
9 | 0.9000 | $10 | 524 6 | 0.6561 | 54 0 7 107290 | S18 | $44 7 1 0.7290 | $30 | $14 710729 | $14 | ©
8 | 0.8100 | $2 | $21 10 | 1.0000 | $12 | $27 9 1 0.9000 | $10 | $14 8 | 0.8100 | $21 | O
10 | 1.0000 | $20 | 87 9 109000 | $14 | 0
TWU(e) < TWU(b) < TWU(a) < TWU(c) < TWU(d) 10 | 1.0000 | $7 | 0

>

4 Pruning strategies to respectively
Improve the mining performance by
reducing the number of redundant
and unpromising patterns in the
early stage

,-“/l r
leba |
-

ebe  ebd eac | ead

‘ebad

|bd
\_/

'HL
\

M

||ad':|c J

‘bacd

‘eacd
A 4 g

ebcd ;fl

pruned node

skipped node

'ﬁ:;ebactf )

(d)

tid

re

iu

0.3874

$14

0.4305

$14

0.5905

$28

0.7290

$14

0.8100

$21

Lol O N [ IO Y S

0.9000

$14

1.0000

57

o|lo|lala|lala|lS

23



Data level (2) — Multi-dimension

2. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger,
Han-Chieh Chao, and Philip S. Yu, “Mining Across Multi-Dimensional Sequences,” ACM
Transactions on Knowledge Discovery from Data, Vol.15(5), Article No.:82, 2021 (SCI,
JCR:Q2, IF:2.713)

24



Multi-dimension data

>

We have multi-dimension data in the real world

SID Time Place Customer Sex Age Occupation Q-sequence

S1 5/2/2017 09:31 Store b Male Young  Doctor  <[(a:1) (¢:3)], [(a:5) (c:1) (e:4)], [(c:2)], [(b:1)]>
S, 5/2/2017 10:02 Supermarket ~ ***  Female Middle Lawyer  <[(c:1)], [(B:4)], [(5:9) (d:8)], [(b:9) (e:6)]>
S3 5/5/2017 12:25 Supermarket ~ ***  Male Young  Actor <[(@10) (d:5)]>
Sy 5/7/201710:30 Drugstore ~ ***  Male Young Farmer  <[(a3) (b4) (d:2) (e:6)], [(b:3) (¢:2)]>
S5 5/7/2017 16:58 Supermarket ~ ***  Female OId  Artist  <[(e:4)], [(d:7)], [(¢:5)], [(@:9) (b:3) (¢:7) (d:7)]>

Transfer to the binary representation of the categorical data

Q-sequence
51 <[(Male:0)(Young:0)(Doctor:0)], [(a:1) (¢:3)], [(a:5) (c:1) (e:4)], [(c:2)], [(b:1)]>

5s~ <[(Female:0)(Old:0)(Artist:0)], [(e:4)], [(d:7)], [(c:5)], [(@:9) (B:3) (¢:7) (d:7)]>

25



Techniques

> Take the sequence data into the account in the mining progress
> Lexicographic (LS)-tree

> Projection model to clearly discover the required patterns
> Simplified the database

> 2 theorems presented here to maintain the correctness and its mining efficiency

() Table 4. The Dimensional Database of <a>

SID Transaction TU
S (Male Young Doctor) $20

é é) 53 _(Male Child Driver) — $40

<alladl>  <[a][bd]> Ss (Female Old Artist) $36

26




Data level (3) — uncertain data

3. Wensheng Gan, Jerry Chun-Wei Lin, Han-Chieh Chao, Athanasios V. Vasilakos, and Philip S.
Yu, “Utility-driven Data Analytics on Uncertain Data,” IEEE Systems Journal, Vol. 14(3), pp.
4442-4453, 2020 (SCI, JCR:Q2, 1F:3.921)

27



Uncertain data

>

Data is not always precise or clean
> Probability of temperature

> Close to window
> Close to heater

tid Item: quantity, probability) total utility
11 | (a:5, 0.6); (b:3, 0.50); (d:2, 0.9); (e:4, 0.8) $107
T (-1, 0.75): (d:1, 0.9): (e:2. 1.0) 524
Ts | (a4, 1.0); (03, 1.0): (¢:2, 0.7): (e:1, 0.75) 350
Ty (a:3, 0.9); (c:1, 0.9) $22
15 | (b:2, 1.0); (c:4, 0.95); (d:5, 0.6); (e:4, 1.0) $90

28



Techniques

> 6 pruning strategies to reduce the size of the promising patterns
> Unpromising ones will be removed

> EUCS (estimated utility co-occurrence structure) helps to remove k>=3-patterns

{a) () (b)
tid | pro | pu | mu rpn Tid | pro | pu | nu rpn tid | pro | pu | nu e ltem a b C d e
T 0.6 | 40 0 67 T 09 | 24 0 43 | os 15 0 28 b 3 0
' 1.0 32 0 22 T 0.g 12 0 14 T 1.0 15 0 7
Ty 0.9 24 0 0 Ty 0.6 60 0 38 Ty 1.0 10 0 28 C 6 5 6 1

e 57 1 61 | 77 | 50
(e) ()

.rn'-rf l|’JJ'I'J lf"l‘ f iy ."]’JH |"I:|'||l l|’JI'I'J l|'IJI' M ."l{?fl' f 3 0 3 0 3 0 3 0 3 0

T 1.0 14 0 0 T 0.7 0 -4 0 g 7

o7 |7 0 0 | 09 0 -2 0

T 1.0 28 0 { | 095 0 -8 0

Fig.2. Constructed PU>list of the running example.



Data level (4) — sequential data

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Alireza Jolfaei, Yuanfa Li, and Youcef Djenouri,
“Uncertain-Driven Analytics of Sequence Data in 1oCV Environments,” IEEE Transactions on
Intelligent Transportation Systems, Vol. 22(8), pp. 5403-5414, 2021 (SCI, JCR:Q1, IF:6.492)

30



Sequence data

> Sequence plays an important rule in pattern analysis
> DNA analysis, Web usage analysis...etc.

> Also consider the uncertain characteristic of the data

sid sequence

51 <[(a,3,0.9)],[(b,4,0.45)],[(a,1,0.7)(c,1,0.6)(e,2,1.0)] >

S92 <[(b,4,0.7)(c,1,0.45)],[(a,1,0.6)(d,1,0.5)],[(a,2,0.9)(b,2,1.0)] >
53 <[(e,1,1.0)].[(c,1,0.7)(d,1,0.6)],[(b,4,1.0)(c,1,0.7)]>

sa | <[(b,1,0.7)].,[(c,1,0.9)],[(a,1,1.0)(b,2,0.7)],[(a,4,0.45)(b,1,0.6)]>

31



Techniques

sid | tid | eu mp | acu | ru | next
112 [106]10] 24 115) > 71*D [gid [ tid | eu mp | acu | ru | next
2 |1 ]168]10] 24 [26) o= 2 5 (10 12 0] oo
_ o 3 (3| 24 [10]| 24 |5 | o-4+@
> Satisfy two criteria 4 [ 142|106 [ ood--s sidjtid| ed |mp|acu|r | nex
.y 4 3 8.4 1.0 12 | 14 ©
> Ultility threshold I ;
. : sid | tid | eu mp | acu | ru | next
> Uncertain threshold + Tal36 0l 6 1ol oo
> 2 algorithms with 2 data chain ~ Fig- 2. The PUL-Chain of <5 >.
structures
sid | tid | eu | eru | next
11210610 o3 gl "
> 4 theorems to hold the 2 [ 1168 [208] o des ottt .
o= F*(
correctness > ’ 24 >0 >0 sid | tid | eu | eru | next
4 | 1| 42 | 221 I N
> Upper-bound values = 4 |3 [72]10] o
e ]
i’ 6 prunlng Strategles : | sid | tid | eu | eru | next
Talalass| o] ooz
Fig. 3. The EUL-Chain of < b >.
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3 different proposed models

> Constraint-based model
> Individualized thresholds evaluation
> Multi-objective mining progress
> occupation constraint (other extensions...)

price -

‘ =

Location to déwntown

33



Constraint-based level (1) — individualized threshold

1. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang and Philip S. Yu, “Utility Mining Across

Multi- Sequences with Individualized Thresholds ACM Transactions on Data Science, Vol. 1(2),
Article No 8, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu,

“Beyond Frequency: Utility Mining with Varied Item-Specific Minimum Utility,” ACM Transactions
on Internet Technology, Vol. 21(1), Article No. 3, 2021 (SCI, JCR:Q1, IF:3.135)

34



Individualized threshold concept

> Single minimum utility threshold
> Assume all items have the same nature and/or have similar utilities

>~ Not true
> In many applications, some items bring very high utility in the data, while others utilities are

relatively lower
@

> Rare item problem:
> If minULtil is set too high, those HUIs that involve relatively low-utility items will not be found.
To find HUIs that involve both high-utility and relatively low-utility items, minUtil has to be set
very low. This may cause combinatorial explosion problem

35



Techniques

> Different items cannot be treated with an uniform threshold for the evaluation
> A MMU-table
> MMU-table = {mu(a), mu(b), mu(c), mu(d), mu(e)} = {$56, $65, $53, $50, $70}.

TID Time Customer ID | Event (product: quantity)
’ T, | 05-08-2017 10:45:30 C a:1, c:2, d:3
T, 05-08-2017 10:59:12 C, a2, dl, e2
T3 05-08-2017 11:05:40 Cs b3, &5
Ty 05-08-2017 11:40:00 Cy @1, ¢3, d1, e2
Ts 05-08-2017 12:55:14 C3 b:1. d:3. e:2
Te 05-08-2017 14:08:58 Cs b:2. d:2
T; 05-08-2017 14:40:00 Cs 9.3, 2, a:l, el
Ty 05-08-2017 15:01:40 & a2,c3
To 05-08-2017 15:04:26 s c:2, d:2, el
Tio | 05-08-2017 15:30:20 Cy a2, c¢:2, d:1




Technique (1)

> A utility-array is used to keep more information

> A LS-tree is applied here for handling the sequence issue

Table 3. The Utility-array Structure of Ss (Notation “-" Means Empty)

eid | item u ru | next_pos | next_eid
array, 1 a $12 | 584 3 3
arrays 1 b $10 | $72 1 3
arrays 2 a $8 | %64 - 6
arrayy 2 b £15 | $49 6 6
arrays 2 c $3 | $46 7 6
arrays 3 b £20 | $26 - 9
arrayy 3 c $15 | $11 - 9
arrays 3 € $8 $3 - 9
arrayy | 4 d $3 $0 - -

<g> <b> <c> <d> <e> <f>

6 o

<|a] [a d]> <[a] [b d]>

Fig. 1. A lexicographic-sequential (LS)-tree [34].

fabl> <[ad)> <[ae]> <[a] [a]> <[a] [b]> <[a] [c]> <[a] [d]> <[a] [e]> <[c][a]> <[c] [b]> <[c][d]> <[c][e]>

37



Technique (2)

> Link-list structure

> EUCS
> Estimated utility co-occurrence structure

> 2 pruning strategies
> Based on TWDC

@ © @ ®) © Item a b c

tid | iu | ru tid | iu | ru tid | iu ru tid | iu ru tid | iu ru

I 271 8 I 2 6 I 6 0 3 I 0 2 6 0 b $ 42 - -

2 9 18 5 12 2 12 6 5 36 6 4 6 0

2 | ol 15 2 13| 2 a6l 6 6| 24 | o s |6 | o c $ 175 $ 27 T

P 7| 22 =12 | 39 8 |12 o 7 6 | 3 7 13| o0 d $179 $80 $171
6 | 18| 24 s [ 3] 12 0 j12] 0 9 0

7 9| 4 9o | 2| 3 € $ 42 $ 78 $ 61
9 (18] 5 [ 2] 12

0|9 14




Constraint-based level (2) — skyline

3. Jimmy Ming-Tai Wu, Qian Teng, Gautam Srivastava, Matin Pirouz, and Jerry Chun-Wei Lin*, “The
Efficient Mining of Skyline Patterns from a Volunteer Computing Network,” ACM Transactions on
Internet Technology, Vol. 21(4), Article No.:89, 2021, (SCI, JCR:Q1, IF:3.135)

39



Multi-objective mining progress

> Itis possible to consider more than one factor

> Instead of utility, frequency or other factors (i.e., uncertainty) is also interesting to be
considered in the mining progress

> Sometimes, the objectives could have the trade-off relationship
> Cost and distance to the city

price

A

‘

Which one is better? » Set of skyline solutions

Location to downtown

40



Techniques

> Utility and quantity are both considered

S\
Ll
A\

1\

[)
LJ
LJ

Lo

| — Express Checkout by Electronic Payment
“o oShopping Cart

N Other Devices
1 Quantities

2 Price Amount

3 Profits 'Q

e
© -y
— 19
]
Cell Phone Network

Central Server l
Non-

Perform Skyline [
Algorithm
Patterns

A——

dominated

L ge

0.
ofoRoNcNo
FOOOE OO ®®
OO Do e—
2 B &
e

O visited itemsets Q unvisited itemsets

(a) SQU-Miner

@
offooNoNo
FEEOORO®®®®
@ oL OO0 e
B Lo d

O visited itemsets O unvisited itemsets

(b) SKYQUP
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Constraint-based level (3) — occupation

4.  Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu,
“‘HUOPM: High Utility Occupancy Pattern Mining,” IEEE Transactions on Cybernetics, Vol. 50(3),
pp. 1195-1208, 2019 (SCI, JCR:Q1, IF:11.448)

42



Occupation

> Occupation
> On which mobile Apps do the customers spend most of their data traffic
> Utility occupation

> In a purchase behavior (i.e., a transaction), which item does the
customer spend most of the cost?

> u(X, Tg)/tu(Tqg) in arange of [0, 1]
> Instead of the only high-utility measure

uaﬂ.ﬂ
: Q' o .

Which categorical app you spend
the most money
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Techniques

> Based on the occupation, several strategies are designed

> UO-list + FU-table

> 3 pruning strategies

==

UO-list
(e)
tid Ho ruo

5 00,1837 0.8163
6 0.6207 | 0.3793
X 0.5902 (0.4098
1) 0.2143 (.7857

(a)

FU-table
(e)
o FHo
4 0.4022 | 0.5978

I

- uo(e) = (0.1837 + 0.6207 + 0.5902 |
+0.2143)/4 = 0.4022; |
i oruole)= (0.8163 +0.3793 + 0.4098
P+ 0.7857)/4 = 0.5978 !

..........................................................

TABLE II
DErIVED HUOPS
Pattern | sup Ho Pattern | sup Ho

() B (.6468 ( fnel ) 4 (.3620)
(€] - (.4022 [l ) ] (.6881
(ah) 3 (L4334 (ce) 3 08776
[ac) 4 (0.8273 (b ) 3 0.4959
(e} 5 | 03609 | [acd) 4 | 0.8972
(bie) 3 ().6554
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Big and Dynamic Models

£\

Data Is dynamic changed
> Insert, delete or modify

Data Is a streaming type
Data Is distributed
_arge-scale data

Insertion

—_— —

(A:6)

(B:1), (D:5)

(A:2), (C:2), (E:3)

(B:4)

(B:5), (C:2), (D:5)

(B:3), (D:3)

$2

$15

$7

$10
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3 different proposed models

>

Big and dynamic data models

> Streaming data
> Large-scale data
> Data fusion

TID Transaction TU

'B ] (A,2) (C, 1) E, 1) F, 1) 20
dIiE (B,3) (C, 1) 12
| (C, 1) (D, 3) (F, 2) 19
2 4 (A, 2) (B,2) (D, 1) 15
| (A,2) (D, 1) (E, 1) (E, 3) 21
: 6 (B, 3) (E, 3) 18
~B L7 (A,3)(D, 1) (F, 1) 17
. 8 B, 1) (C, 3) (E, 1) 24

Transportations

HUIM algorithms

N\
e

€
[k\‘ f

Local HUIs and PUls
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Big and Dynamic Models (1) — dynamic data

1. Yoonji Baek, Unil Yum, Heonho Kim, Hyoju Nam, Hyunsoo Kim, Jerry Chun-Wei Lin, Bay Vo,
and Witold Pedrycz “RHUPsS: Mlnlng Recent ngh Utility Patterns with Sliding Window based
Arrival Time Control over Data Streams,” ACM Transactions on Intelligent Systems and
Technology, Vol. 12(2), Article No. 16, 2021 (SCI, JCR:Q1, IF:4.654)
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Data stream

TID Transaction TU
| (A,2) (C, 1) (E, 1) (F, 1) 20
. 2 B,3)(C, 1) 12

» 3 (C, 1) (D, 3) (F, 2) 19
’ 4 (A,2) (B, 2) (D, 1) 15
= (A, 2) (D, 1) (E, 1) (F, 3) 21
. 6 (B, 3) (E, 3) 18
~B L7 (A, 3)(D, 1) 1) 17
. 8 (B, 1) (C, 3) (E, 1) 24
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Techniques

> Damped factor for
old and new slide
window

> Update the built
structure accordingly

< The influence of remaining data in the Global list is decreased
\ and new batch database is inserted into the Global list > )

Scan i Section 3.3 : Constructing B
—
e
S B, |1 ]21]o0 B, | 2|1s]|o B, l1 |1 ]o B, | 1 |os]| o
Initial stream B, “ + 0 B, 4 2 0 5 K] 0 B, 3 2 0
z database B,
é 2 B, | 5|80 B;| 6| 6|0 6 |12 0 B, | 5|6 ] o0
& eee
g .
= ITEM | A B C D E F
arwu | 335 | 285 | 17.5 | 38 44 | 355
¢ New batch < Global list for initial stream database and dtwu table for each item are
ke database “h k- constructed by considering arrival time of each batch database > .
v'----‘ T
Section 3.6 : Updating \LA Section 3.4 : Restructuring N
[ s o [ ¢ I " b v
2 s sl o [ s | T | | !
{"‘['[‘[“”"‘ ril| Bl b ,,I" s, sl K 1 s fasfife | 2 [1sfo as|oflls [1]1]0]
_ ]8' 165 Lo il Bl B % "n«ln”ﬂ 4| 2|55 " 15| 0 s|4]0
B | s 3 | 4 ?‘ : = B,
1 By | 3|3 |esfilm, | 6|62 #, ' | 4 6|12]o
< The oldest batch data is removed from the Global list > - e o
_ Ld < Global list is rearranged by dtwu ascending order and the
( n D 3
S ——— e remaining utilities of each item are calculated >
o, |} 15 0 B, k] ] 0 ) 251 0 l” 5 2 0 L
LA x| 0 |6 i 0 " 4 1078 n o 0
‘rn. ¥ 0 714,—* :“ 7‘|_: T)_ ;I, ¥ 4“ _‘071 m 3.5 H Mlnh' \
- 2 l’lmrl extension lot 1)

\ < High Utility Patterns > ]

ooon

.

anan
< Mining high utility patterns by vecursively conducting pattern
extension using the Global lists >

om [ ew cn [ wm
ODD0 Onon onon nono s

J




Big and Dynamic Models (2) — large-scale data

2. Gautam Srivastava, Jerry Chun-Wei Lin*, Xuyun Zhang, and Yuanfa Li, “Large-Scale High-
Utility Sequential Pattern Analytics in Internet of Things,” IEEE Internet of Things Journal,
Vol. 8(16), pp. 12669-12678, 2021 (SCI, JCR:Q1, IF:9.471)

3. Jerry Chun-Wei Lin*, Youcef Djenouri, Gautam Srivastava, Yuanfa Li, and Philp S. Yu,
“Scalable Mining of H|gh Utility Sequential Patterns with Three-Tier MapReduce Model,” ACM
Transactions on Knowledge Discovery from Data, 2021 (SCI, JCR:Q2, IF:2.713)

50



Techniques (1)

> MapReduce structure to handle the IoT data
> Apriori-like MapReduce model

———
- = -

| Mapper I—'
l Mapper }—-

Mapper |—<

Mapper Reducer Reducer

Mapper Reducer Reducer

s@ouanbas-|

SaINJONS UIBYd-NS

Mapper

B0S pasinal pue pangUsIa

1
1
1 ‘ Mapper Reducer
1
1

3
k
i
[
[
[
[
[
[
[
[
|
[
|
[
|
[
[
[
|
[
|
- -
I
I
)
X
|||
I
I
I
I
I
I
I
I
I
I

Pruning strategies

Updating process

1 I
-~ - 1 [ | I
'w..____-_ ___.-" . |Rd - §{D f;:: 1
--- 1 E educer apper § o I
Smart loT environments - s { AL Mapper | ||
T | Reducer Mapper gl - \I_]E I
; § 1z 2 I
! i 12D 3 I
' E 1 £ E ‘ Reducer Mapper |
(=]
. = Reducer Mapper : {D || ‘\_ i
I | ] — I
1 : !
1 1 !
1 I !

Generation process



Techniques (2)

> 3-tier structure for the high-utility sequential pattern mining
> List-based model for performance improvement

Integration

Sequence ¥

database

Identification

Promising items

Local mining

....................................................................................

3 Reducer 1 ‘ | Mapper 1 g

SO Reducer 2 ‘ E:>

L-H_USPS m
can%ates

:> | Mapper 2 § ‘,
'r
1

Reducer 3 ‘

Table 5. The Utility-linked List of s;

G-HUSPs

UP <[(a, 10, 3) (¢, 12, 5)], [(a, 15, 6) (b, 3, 7) (c, 8, -)],
Information [(a, 20, -) (b, 15, -) (d, 8,-)], [e, 3, -]>
Header Table (a, 1) (b, 4) (c, 2) (d, 8) (e, 9)
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Big and Dynamic Models (3) — data fusion

4.

Gautam Srivastava, Jerry Chun-Wel Lin*, Matin Pirouz, Yuanfa Li, and Until Yun, “A Pre-large
Weighted-Fusion System of Sensed High-Utility Patterns,” IEEE Sensors Journal, Vol.
21(14), pp. 15626-15634, 2021 (SCI, JCR:Q2, IF:3.301)
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Distributed environments

Transportations
HUIM algorithms
((‘I’)) HUIM algorithms

I']'
d |
i

=

PWHUP Fusion Model Global HUPs




Techniques

> Information loss for the straightforward integration
> Based on a threshold value

Transportations

HUIM algorithms

> Utilize the weighted models

e > i_ Num(R))

1
]
P
=n

WR

PWHUP Fusion Model Global HUPs

n
\l/
0
E~

C e

ZR,EGPHR,EBk Num(R;) x wg,

wpg, = M
) Zi:l_ZRh:EGPQR@EE; Num‘(R,:;‘) XWR),

Local HUIs and PUls

> Apply the pre-large concept to keep the potential HUIs
> Reduce the rescanning step of DB
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Other selected papers in utility-oriented mining

Usman Ahmed, Jerry Chun-Wei Lin*, Rizwan Yasin, Youcef Djenouri, and Gautam Srivastava, “An
Evolutionary Model to Mine High Expected Ultility Patterns from Uncertain Databases,” IEEE Transactions
on Emerging Topics in Computational Intelligence, Vol. 5(1), pp. 19-28, 2021

Jimmy Ming-Tai Wu, Jerry Chun-Wei Lin*, and Ashish Tamrakar, “High-Utility Iltemset Mining with Effective
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2019 (SCI, JCR:Q2, IF:2.713)
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and Philip S. Yu “Fast Utility Mining on Sequence Data,” IEEE Transactions on Cybernetics, Vol.
51(2), pp. 487— 500, 2021 (SCI, JCR:Q1, IF:11.448)
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Pattern mining survey works

>

Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, “A

Survey of Parallel Sequential Pattern Mining,” ACM Transactions on Knowledge Discovery in Data, Vol.

13(3), Article No. 25, 2019 (SCI, JCR:Q2, IF:2.713)

Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, Vincent S. Tseng, and
Philip S. Yu, “A Survey of Utility-Oriented Pattern Mining,” IEEE Transactions on Knowledge and Data
Engineering, Vol. 33(4), pp. 1306-1327, 2021 (SCI, JCR:Q1, IF:6.977)

Asma Belhadi, Youcef Djenouri, Jerry Chun-Wei Lin, and Alberto Cano, “Trajectory Outlier Detection:
Algorithms, Taxonomies, Evaluation and Open Challenges,” ACM Transactions on Management
Information Systems, Vol. 11(3), Article No.:16, 2020
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SPMF project
SPMF

Introduction
Algorithms
Download
Documentation
Datasets

FAQ

License
Contributors
Citations
Performance

Developers's guide

Videos

Introduction

SPMF is an open-source software and data mining mining library written in Java, specialized in pattern mining (the discovery of patterns in data)

It is distributed under the GPL v3 license.
It offers implementations of 196 data mining algorithms for:

¢ association rule mining,

¢ itemset mining,

e sequential pattern

¢ sequential rule mining,

¢ sequence prediction,

e periodic pattern mining,

¢ episode mining

¢ high-utility pattern mining,
¢ time-series mining.

¢ clustering and classification,
SPMF can be used as a standalone program with a simple user interface or from the command line.

Moreover, the source code of each algorithm can be easily integrated in other Java software.

Besides, some unofficial wrappers are available for other languages such as Python, R and Weka.
SPMF is fast and lightweight (no dependencies to other libraries).

The current version is v2.42b and was released the 11th March 2020.

PKDD 2017, JMLR 2016
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PPSF project

PRIVACY-PRESERVING AND SECURITY FRAMEWORK

AN OPEN-SOURCE OF PRIVACY-PRESERVING AND SECURITY LIBRARY

Introduction  Algorithms Download Contributors Citations License  Otherresources Documentation

Performance

FAQ

Introduction

PPSF is an open-source privacy-perserving library written in Java.
It offers implementations of 13 privacy preserving algorithms for:

e K-anonymity
» Privacy preserving data ming

 Privacy preserving utility ming

These algorithms were integred in a standalone software that can be easily implemented in

different svstems.

IEEE ICDM 2018
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Conclusion and future work
Conclusions: Future works:

HUIM for various data-

type models Any other data

" (return data analysis? Spatial data?)

HUIM under More realistic
various HUIM # ‘ constrains

constraints

HUIM for big and Heterogenous data in l0Ts

dynamic data
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Pattern mining tasks

> How to obtain the new knowledge for decision making
> How to design the effective structure to keep the information

> How to reduce the search space of the candidates

Instead of data mining,
how about ML/DL?
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EEEE TRANSACTIONS ON FUZEY SYSTEMS

Effective Fuzzy System for Qualifying the
Characteristics of Stocks by Random Trading

Mu-En Wu, Jia-Hao Syu, Jerry Chun-Wei Lin®, and Jan-Ming Ho

Abstract—Trading strategies can be divided into two cate.
gories: Le., these with momentum ic anad those that
appear contrarian. The characteristics of trading strategies have
been widely stwdied; however, there has been relatively litthe
work om the characieristics of stocks. Furthermore, there is
no standard spprosch to the classification of stocks in terms
of momentum and contrarian. This paper presents & fusey
mameniun contrarian ancertain characteristic system for the
chassification and quantification of sock charsoteristics.
trading. stop-bss. and take.profit mechanisms are frst used
in identify charucieristics. and then a novel profitability index
with type-2 fuzrzy-set module & used to quantify them. In the
experiments. 41 stocks on the Toiwan 30 index were deemed
suitable for momentum strutegies, whereas 9 stocks were deemed
suitable for contrarian siraiegies. An uphill relationship between
profitabiliiy index and trading performance is observed, which
produced correlation cocfficients of 0.148-0.239, and classification
accuracy of 3L0% <60.0%. However, the propesed sysiem greatly
improved classification performance. resuling in correlation
enefficients of 0.872-0.T22 with scourscy of 636%-84.2%. In
the real-world application. the proposed system outperforms the
henchmark amang oll datasets, and increases the profitability by
L% times an Taiwan 50 dataset. These resalts clearly demonstrate
the efficiency of the propased system in the quantification and
chassification of stocks sailed i0 momentum- and conirarian-type
trading strafegies and alse in the real-world applications.

Index Terms—Profitability index, random trading,

The charscteristics of trading stralegses have been widely
sluddeed [5]. bowever, there has been relatively litle work on
the characteristics of stocks. Furthermiore, there is no standard
approach Lo the clasalication of docks a8 momenlum-lype or
conlraran-lype. Searching among the thousands of existing
tradmg siralegees is lme-consuming and largely mefTecual.
The adoption of an eroneous trading dralegy or missden-
nfying the chamctenstios of the largel stock can resull m
enormous losses, Investors need 2 syelem o facibitae the
classification and quantficaton of stocks 10 inform their
decizsions with regand 1o trade sirategies. In this paper. a system
based om fuzry analysis methods is presemted. relemed 1o as the
Fuzry mOmentun Conlranan Uncertain characlenslic Syslem
(FOCUS). This paper makes the following contributsons:

1} Random trading algomthms. ane designed 1o analyze the

characteristics ol stocks.

2) A profitability idex, which uwes a type-2 luzey-gel i

developed 1o guantily thise characienstios.

3 An uncertainty factor in e gystem is devised 1o fler

oul stocks that resisl classification.

4) The proposed system helps woelucsdate the character-

pslics of stocks and thereby eliminates the lime wasted

comtrarian

L. INTRODUCTION

HE allocation of fnancial asels 10 companies or Com-

maditees in expectation of gaining a profil (ie., mves-
mient) 15 crucial 1w economic growth [1], and wading sire-
gk ane crucial o iovestment performamce. Owerall, rading
strategses can be divided imo two categories: e, those with
momenium charactenstic and those that appear contrarian 2]
Momentum-lype sirlegies are based on the belief tha the
poce will follow recenl tnends |3]. Coalranan-lype siralegies
are based on the belief that prices will move againsl recent
trends (4], These two types of siralegy also bend W0 generale

opposing lrading signals.

Mu-En Wi is with e Depastmest of foemalesn sd Finaice
Manggessens, Natiosal Taipei University of Technokegy, Taiwan. Email:
ey B ol e o

JisHae Syu is with the Depmsmment of Co
Informatos Engmecring, Natioml Tewan Unier
FSO2200 | il i 1w

Berry Chus-Wei Lis i with Depanssest of Compater Science, Eleciracal
Engmecrmg and Muhessical Sciences, Wiesienm Norwwy University of
Aplicd Seisncs, Berpen, Norway, Essail, jerrylin®isee.org (“Comresponding
)

uler Sciemce and
Tuiwes  Enmail

Jan-Ming Ho is with the linstute of Informassn Sceence, Ackdesiia Sinsca,
Tiwas. Email: hobod iis.sinica ede o

a ang hle trading

Douglas |6] defined random trading as the poory-planned
process of makmg trades without the guidance of a plan
based on miommative data (e, prices or market information]).
Nonethedess, a random trading sirategy can be wsed 1o reveal
ivestmenl behaviors and the characlenstics of sbocks and rad-
ing sirategies [T). Among the thousands of rading sirategies
that have been developed in the Geld of fnance, swop-loss
[8] and take-profit [9] are two common momenlam-lype and
conlraran-lype siralegies. Several siudies investigated Tor the
momentum and contrarian effect | 10] through the slop-loss and
take-profit mechanisms [11). In this paper, a random rading
based on stop-loss and Lake-profit siralegies 15 employved W
imvestigale the charactensties of stocks. A Profitability Index
(PI) i3 then created 1o indicae the trading performance of a
grven stock under momeniem- and contrarian-type sirategies.
The proposed PLaims to quantily the degree of the suisbility
of largel dock 10 momenlum- and conlranan-1ype rading.

Unffortunately, the intangsbility of momentum and conlrarian
concepls hinders the tmk of guantily the degree of these
characteristics. In addinion, the degree of characterstics 15 nol
absolute and well-defined, but relative and uncertam. Fuzey-
set theory [12] s wsed o model siisspons in 3 manmer
thar makes it easier for humans o make rasonal decisions
in uncerlainly and imprecision environments. Type-2 luzey-

[

&

@@ aw
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EEEE INTERNET OF THINGS JOURNAL

Evolutionary Trading Signal Prediction Model
Optimization based on Chinese News and Technical
Indicators in the Internet of Things

Chun-Hao Chen, Ping Shih, Gautam Srivastava, Shih-Ting Hung, and Jerry Chun-Wei Lin®

Abstract—The Internet of Things technologies are ssential in
deploying successfal IoT-hased services, especially in the Gnancial
services sector in recent years. Stock market prediction which
eould alss be sn InT-hased service is o very sttractive topic
that has inspired countless studies. Using fnancial news articles
to forecnst the effect of certnim evenmts, understund invesinrs'
emitions, and resct secordingly has been proved viable in existing
pieces af lteratare. In this study, we uiilized Chinese Gnancial
mews in an attempt to predict the stock price movement and 1o
derive & trading strutegy based om news fsctors and technical
insdicadors. Firsily, the Siock Trend Prediction (STP) approach
is propesed. It first extracts keywords from the given articles.
Then, the Xowvord combination & emploved to generate mare

meaningful keywords. The feature extraction amd selection are
followed to obtain important sttributes for boilding o trading
signal prediction model. Alsa. lnmnbelhel:r-d.n'np-lmnn
reliahle. the o confirm the
mdlqdleaumelh:Mmuﬂ For the STP and
= will have the final resulis. an
emhanced approach, namely the algarithm (GA lhased
Stock Trend Prediction (GASTP) approach, is then proposed
lnﬂ.-dh\'perpl:rumlm amtomatically for comstructing o beiter
on real datasets were also made
tnﬂnwlhelﬂd!m of the pmpmui The resalis
show that the GASTP performs betier than ibe bay-and-hold
strategy as well as the STP

Mndex Terms—UGenetic algorithm. Chinese news mining, trad-
ing strategy, analysis.

L. INTRODUCTION

The Internet of Things (10T) wechnologies [13] are essen-
tial in deploying successiul loT-based services, especially in
the financial services sector, including insurance. banking,
and myvestments |8]. (23], Fmancial market Torecastng |15)
has bong been an inlerestng subject that insprred prolific
researches, and sock price prediction [42], [43] which could
also be an loT-hased service 18 most of all (3], [S]. [7).
[17]. [122]. The abilny w predicr sock marker trends, even

Chsn-Hao Chen ssd Shis-Ting Husg sre with Department of Infonssaton
and Finance Managesieal, Natiosal Tiapei Univessity of Tochnology, Taipei,
Tiwes Email: cholen@ nutedo v, (1057 3000508 noat omg. 1w

Fing Shih is with Deparimen of Cossguler Science ssd Infommatios Engi-
secring, Taskang University, Taipel, Taiwan. Email: ryssjshibgme com

G Seivastava is with the Depansest of Mathematacs & Comgules Sccnee,
Brandos Univemsity, Cotals. Emsil Svislog @ bissdons ca and b with
the Research Cenue fior baemewral Compuing, Ching Medical Universiy,
Tuichusg, Taiwes

2. Oliin-Wei Lin & with the Depanmest of Compater Science, Eleciiacal

e and Muhesaticsl Sciences, Weslens Norway Universny of

Applicd Scicnces, Berpen, Norway. Essail: jerrylind® ieee org | *Comesponding
i |

il omly slhghtly better than the market average, will garner
imcredible gam in lhe trading markel. Hence, over the past
few years, researchers, financial expents, rding specialisis,
and olber enthusiasts have dedwated an enormous amount
of time and resounces n discovering and oplimizing ways
1o accurately prediet the bullish, bearish rends of the stk
markel. However, unsurprngsingly, markel trends are extremely
affbeulr, if even possible, W predict.

In general, wo major “phiksophses™ calegorized the way
Iraders assess equibes and markel indexes. Namely landa-
mental analysis amd techmscal analysis. By amd large, the
Uwo are distnguished by the mpul data @ken o consider-
atwon. Funidsmental analysis focuses on the performance and
fmamcaal well-being of a largel company. aking in company-
releaied fnancial slatements, repons, as well as fmancial or
general news reganding the company, ds indusiry, or even
on a larger scale, smtisteal figures of countnes and global
development. On the other hand, techmical analysis assumes
that the swock poces and markel ends have i themselves a
cerain cvele within a certain period which can be deduced
via close observation of their historical prices and rading
volumes. Albeit different the two approsches. often mes,
skillful traders adapt both philosophies 1o form therr rading
slrlegmes.

A, Motivation

Abundant nesearches have boen made lor lechnical analysis
approach in the past owing o the higher availabiliy of
historical trading data, whereas (undamental analysis presents
lougher challenges dwe 1o the ollen umstruclured and poisy
quality of the data. The reasons for this paper o present the
stock rend prediction approaches are siated @ lollows:

I} The market is a dynamse orgamism where people engage
and participale, therefore human emotions, greed, over-
conlidence, lear of loss, or even deliberate manipulation
of such, play an important part, and financial news 15
the pamary conduil [mom which relail investors oblam
merket information. 1t will be unfarr o disregand such
signifbcant componems of the marker.

) Making awestment decisions based solely on news re-
ports may ml be a very prudent idea. News reports by
their nature are inherently hid sghted and financial
mews can be prose o manipulason 4] Individuals
who are not trading professionals or gigantic markel
tyooons who could have oblained inssde miormaton or
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Other research works (2) — trajectory outlier analysis
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R TRANEACTIONS O INTELLWENT TRANSPORTATION 3YSTEMS

Deep Active Learning Intrusion Detection and Load
Balancing in Software-Defined Vehicular Networks

Usman Ahmed® Jerry Chun-Wei Lin':', Seninr Member, IEEE, Gautam Sriva.f.la-a':', Seniow Member, IEEE.
Unil Yun™, and Amit Kumar Singh™, Senior Member, IEEE

Abstract— Softwaredefined vehiculor networks (SDVN) can
help amalyvee and reconfigure networks. Masive dots gener.
ation in awtonomous vehicles can kead o issues in metwork
comfiguration, routing, network charscteristics, and system load
fwctors. Lood balancing in vehicle sensors helps reduce delays
and improve resource uiilation. In this paper, we propoese o load
halancing slgerithm o map sensor data, vehicles and dsts centers:
performing tusks. A dynamic convergence method is propmed
i belp identify vehicle sysiem load factors and compare their
terminntion criterin. We alss propese a packetdevel intrusion
detection model. After all losd balancing, the model can track
ithe attack on the network. The propased maodel furiber combines
the entropy-hased sctive learning and the attention-based masdel
o efficiently identify the attacks. Experiments are then conducted
on the standard KDD data to validate the developed models with
mnd without an sttention-hased sctive learming mechanism. Our
experimental results show that the load balancing mechanizm is
ahle i achieve more guins than previous techniques.
Moreover, the resalis show that the developed madel can improve
the devision boundary by using a pooling strategy and an entropy
uncertainty measare.

Indey Terms—Software-defined networking (SDNL network

performance. intelligent load balancing. road traffic
smart city application.

L. INTRODUCTION

HEI’ERUUF_\IEUUS applications lead W huge amownts
of data i distribmted computing. The fwtue of the
Internet of Things (loT) 1] will connect several beterogensous
devices o inkerac with disiributed dala |2 Several obgects
(e.g.. vehicle metworks) will be connected o data using
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advanced technologies, Le, 300G, This will lesd w daa
explosion with the memease of daly randmisson issues,
Objects may nclude raffic flow analysis and securily sys-
tems equipped with sensors connected o devices connected
via vehicle metworks, Analysis of real-lme environmenls 15
necessary o ensure thal information is ransmitted securely o
loT gateways.

With the rise of asonomous vehicles, the future of inkel-
ligent transporistion systems (5 also gaiming wactson. This
evolution loward new and improved sensor-based devices wall
make travel more comiortable and seeure. Such ransforma-
nerease the need for security and improve data
1o suppor] ransportation infrastreciure. Improving
vehicle semsors can help improve data processing rtes Tor
each real-time collection. The oollected sensor data will be
processed on clowd-based servers | 3], The servers help slore,
process, and them update the data in real wme. This helps
Iransportation infrastruciune analyze connecled vehicles (CV)
via vehicle- frastructure (W21 communications for raffic
control and traffic Bow esumaton. OV rjectory analysis can
help in sdemtilying the vehicles with temporal and spatial
applications leading 10 accurate trallic information. In addi-
tion o the benefis of OV, infrastreciore connectivity also
opens the door 10 cyber allacks. Mabowus sllackers can
conduct argeted evber amacks againg the data-drven V21
applicatons. This leads o problems in the il operation
of the vehicle, including safely and mobility. The Ingec-
nory benefits the data-driven applicaon o analyes the cyber
secunly.

T improve the securily of UV syslems, Security Credential
Management Systems (SCMS) are being implemented by
USDOT [4]. This type of system nequires a digatal centifican
1 be sem with esch OV message. The receiver verifies
the received message befone extracting mformation. However,
adaptive allackers used 1he legalized commumcalion device 1o
send Take data with a vabd certification. The anscker spoofed
the sdentity of the sender, which modified the atached message
feg.. speed and location data). SCMS then wsed the forged
data from CV, 1o verily the sdentity and message [4]. It has
been reported that identity thefl has been carried out and the
vehicle owner's software is explofied via the electronic contral
umils (ECU} o the inlolanment sysiem [4]. The vehicle owner
has arbitrary aceess. %o in practice the anacks on the fake
irjectonies can be carmed om guickly. Another problem is the
analysis of the rgectories of the deviation point group. This
type & typically wsed for financial rewands and s often wsed
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Hybrid RESNET and Regional Convolution
Neural Network Framework for Accident
Estimation in Smart Roads

Youcef Djl:rmurig_ Member, JEEE, Gawtam Srivastava™. Semior Menber, [EEE, Djamel Djr:nuurle'_
Asma Belhadi, and Jerry Chun-Wei LLn's', Seniow Member, IEEE

Absiraci— Rond salety is tackled and an intelligent deep leam-
iughmmikpmpumdhlﬂswllﬂ_uhldlhduduwlﬂer
fon, and accident fon. The road
mhﬁrﬂeﬂhzhd.whﬂ:nnh.lllmltﬁlls based on SIFT
extractor and o Chinese restsprant process is used to remove
moise. The region-hased neural network is
ithen applied to identify the chosest vehicles to the given driver.
The residual network will benefit from the wehicle detection
process i make a binary classification on whether the carrent
mdsub:nwmllmdmornﬂ Fnﬂ.l.p’mwnpme
madel for rpﬂ'\-pwnmﬂﬂ's

& movel
dneplnnin‘ hodolagies by using
pmpcledmlullmlnsbﬂutﬂadmlqbnhnhm
detertion and secident estimation datasets. The resalts are very
and show smperiority over many ourrent stafe-of.
ithe-ari solutions in terms of runtime and accaracy, where the
sobution has maore than 2% of improved sceident
estimation rate compared to the comventional methods.

index Terms— Deep learning, vehicle detection. sccident esti-
mation, region comvolation neural neiwork, oudlier debection.
smari roads.

L. INTRODUCTION

ODERN lechnologies such as wireless sensang. the
Internet of Things (1oT). and Machme Learning (ML)
are revolutionizng ralle mansgement policies and making
our moads and cities smant [1]. Many applicatsons benefiled
from this revolution, Le., mad safery [2]-]4). The ultimate
goal of such an appleation 15 1o propose intelligent systens
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1o assess accidents before they occur. Deep leaming (DL) i3 a
trend that could belp schieve this goal. Some solwtsons based
o DL are already proposed [5]-[7], but they an: nol malure
for real-workd deployment due 1o their low accuracy. Dealing
with this problem is the subject herein, where we give an
end-to-end hybrd DL methodology lor aocident estimalion
while targeting high aceuracy and reasonable runtime.

A, Mativation

Hybnd deep learning and analyues [8], 9] 15 a hot wopic m
intelligent ransporason applications such as group anomaly
detection, object detection, and accidenl estmmation. Vehicle
detection is the sk of retieving the cars in a gven urban
road scene [10]. [11]. Vehicle detection can be sery useful
for accident extimation, where the detected closer vehicles of
the given car in the current moad scene might be beneficial for
predecting whether the cumrent road scene caused the accidenl
or nol. Motivated by the specess of object detection and
accxdlent edimation models i accurately deleclng the vanous
objects and estimating the accident, this paper presents an
enc-to-end framework Tor accidenl estimation based on the
detected choser vehicles of the given car.

B. Contritntions
We developed HR2ZONN (Hybrid RESNET and Convolu-
on Mewral Network for Acesdent Estimation) in this work
an intelligent hybrid framework for accident estimation. The
framework wees several masks, meloding outler detection,
wehicle detection, and accident edimation. First, moad stales
are collected., using an imlelligent lter based on SIFT extractor
amidl Chinese restauran process 1o remove noise. The enhanced
convolutional neural network is then used w identify the closer
vehicles of each drver. The rest of the nerwork benefits from
vehicle detecton to classaly whelber the cumrent moad condilion
could cause an accident or nol. Finally, we miplement a novel
optimizaton model with by perparameters using evolutionary
computation thal can be wseed for parameter uning of an indi-
cated deep learning methodology. The proposed framework,
HR2CNN {Hybrid RESNET and Convolutson Neural Network
lor Accident Estimation), makes the Tollowing conlrbmtons,
1} A nowvel filtermg algonthm based on SIFT exirscior and
Chinese restauranl process used 10 remove noise from

the image databese.
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Hyper-Graph Attention Based Federated Learning
Methods For Use in Mental Health Detection

Usman Ahmed, Jerry Chun-Wei Lin®, and Gautam Srivastava

{DNNs) require large, l.lnm pllk:i populations io train models
ihai achieve I.‘rNNmndds
mhndmliﬂbnﬂthml-&poortﬂlk_ll

mihluwhuhwuldﬂemtdnmm
ithe availability of diverse as well as distincd troining data is
wvital. This stedy proposes & structural hypergraph as well as an

based on federated kearning was developed for mental health

ML maodel isell & digrbuted o dlferent nodes (devices)
for raming data |1). Parameters of the device models are
then transmitted W0 g centralized model for raming the model
globally. Federated leamning can protect patient dats privacy by
prevenling sensitive information from being exposed Lo intrud-
ers like hackers, COVID-19 15 a global bealth disaster which
has threatened the livelibood of millions of people. Advaneed
ML I.z\de\.Iupn bave been wsed o build models to predect and

for ing coronavirus. Furthermore,

symptom detection. The model treats text dots a5 a
ol consecutive words, The model ihen leamns a bow-dimensional
comtimwous vector while nﬂ:.l.ﬁﬂ.q conlexinal linkage. The

models with a5 well as
federated learning are then tesied experimentally. Cur sirategy
is suitabde for vocabulary diversification. grammatical word
representation, ax well as dynamic lexicon analysis. The goal
is i» create wurd wsing an
metwork model. Later, l:l.liu.l. processes are msed o mark the
text by embedding it [hplrln:uﬂmmhdnrlhrmdhlnl
:mhnﬂwu'ﬂsldqﬂumnlhgwlﬂ:_mlﬂm
W using the e with an
attention mechamism.

Index Terms—text clastering, NLF, Internet-delivered inder-
ventions, word sense identification, adaptive treatments

L. INTRODUCTION

Wearable gadpets as well as innovations on the Intemet of
Medical Thangs (ToMT) have made remole patient monilonng
possible like never before. Through the process of leaming
patterns from proveded data by devices., machine learming,
a well a desp leaming algorithms, are signilicantly help-
ing physicians diagmse patsents remotely. Classical machine
learnmg (ML), & well as deep bearnmg (DL models have
the disadvantage of reguirmg patient data 1o be wransfemed
from specialized devices, sensors, as well as wearables 1o
centralized servers s that the data can be truned with ML/DL
models. Becawse of the natre of data in healthcare, the
techmigues mentioned thus far for iansfemng patient data
o centralized servers can pose signilicanl privacy, as well =
securily ssues.

Recent advancement in MLDL i federated leaming, where
data 15 pol ansmated o cenlralized servers. However, the

U, Ahmed and 1. © W Lin are with de Depammen of Compuater
Science, Elatiical Esginecsing and Mahemalacal Sciences, Weaem Nod-
way Usiversiy of Applicd Sciesces, 5063, Bempen, Noeway. sl is-
e phmed Fhvlso, jerylmi@icee o, Websie: hnpJikelaboner. (*Come-
sponding auhor: Jesry Chun-Wei Ling

G Seivastava is with the Depanmest of Mathematacs & Comgules Sccnee,
Brandos University, Camats 85 well i te Rescanch Cenwe for lntzrmeural
Computig, Ching Matical University, Taiching. Taiwan. Emal SRIVAS-
TAVAGE Brandonu oo

parily becanse of unsishle communication methods, as well as
polential allackers, the huge amount of data colkected during
this me can pose vanous security and privacy issees. Privacy-
preserving lederted learming becomes a superior allemalive
1o ensure the security of patient data during the transfer, as
well & the ramming process. Therefore, we have compaled
several high qualiy works on Uhis fopsc thal e stabe-ol-the-
art federated learming lechnologies 1o protect healtheare data,
i well as provade valuable guidance for the curnent sociely.

Aceording o WHO 2], deprexsion i% a severs problem
among the most disabling diseases in lhe world, Depressive
disorders affect approximately 264 mallion people worldwide.
D o a lack of iserpersonal inleraction, as well as trust, most
cases of depression go untreated [ 5], Because they do nol seek
treatment, the leading canse of morality among individuals
between the ages of 15, as well as 29 years s suscade or 7R3
- B5% within muddle-income countries. In addition 1w mental
hrdﬂl:swzx early detection is hindered by a lack of resources,

i medical social stigma, as well as
rapid response [7). People are often humbled by their isbality
1o mainkain stabilily with one’s mental stale s pan due o both
shy aspects, as well = nervousness. Amylime that a pasent
goes through any kind of thorough evaluation of peychological
amspects of their current siale, the problem persists 0] as
a resull, people with depression may decude against fulure
therapy 1 manage their existing health problems.

When deabing directly wath IDPT. or Inlemet-gelivensd
Psvehological Trestment, we can say without a doubt than
this level of weatment helps people deal with ther own
psychological problems with less resources. A wnmel-based
approach B ngid & well as ol mleroperable [ ). The approach
1% nol adaptable due o low adoption, as well a8 a more signil-
icant number of dropouts. User sdoptson must be considened
overtime. With an IDPT syelem thal asiessss user behavior,
= well as emational exchanges, adaplation is possible. For
example, Mukhiya or ol notes that calirally-based mental
health issues mfluence individualized user behavior [6].

BEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

Deep Explainable Hate Speech Active Learning
on Social-Media Data

Usman Ahmed™ and Jerry Chun-Wei Lin® | Senior Member. IEEE

Abstract— Hate speech is demonstrably aimed at social ten-
sion and violence. Detection becomes increasingly difficult as
overlapping unﬁonl kdhp occur. llm'l!r. there are ﬂﬂl
several and indirect

interpretabality. Numerous studies have shown that medical
professionals lack coafidence in AIM [5]. The primary sources
of trust cooncems include limited asccess to medical data,

negative sarcasm,

lack of exp ;Ilmu.l ptu.esw.x legislative
ik and the h d with

and praise for the target's or society’s | havior. In this
study, we proposed a method for instance selection based on
attention network visualization. The goal is to rize, modify.

dn.wlopms and operating AIM systems. In 2017, the Defense

and expand the number of truining instances. To this end.
we first used the lexicons of hate speech and oaline forums
mmmmmqmm«mu.,nmum
to the ic vectors. The active leaming
wmnd:mmdlnmhhl-k-hglherulll-lﬁd
pairs. The entropy-based selection and
help select unlubeled text for each active leaming cycde. The
appronch is improved, and the number of truining instances is
increased to improve the model's . The active leaming
qtlulnupmulnﬂ-llulﬂnledlemlnmwrudln
and lexicon

esearch Projects Agency (DARPA) publshed a

report on its Explainable Al (XAl) research program [6).

An.uxdmg 1o DARPA, emerging Al systems are limited m

g and 1 This 1s because humans

cannol interpret Al systems, i.e.. understand why an Al system
makes 2 particular decision.

In addition, researchers claim that physicians easily rely

on drugs such & aspirin although the underlying mech-

anism s unclear. When Al systems begin 1o explan the

Inpwm! th: -lodzl receiver operating characteristics mocn

from 0.89 to 0.91. The bidirectional LSTM with ion and
active learning achieved 0.90 for preci . The learned
model can visualize the positi ighted terms to ill why
hate speech is dlassified.

Index Terms— Decp ing, cthaic hate, i machine
learning (ML), hate speech detection.

L. INTRODUCTION
RTIFICIAL muelligence in medicine (AIM) has the
potential o improve medical data by enabling climcuans
10 understand varsous data more Iy and ac Iy [1].

decisi aking through the lens of performance, physicians
will accept them. On the other hand, drug regulatory agencaes
guarantee that each drug i thoroughly tested and undergoes
randomized clmical tnals before it s approved for general
use. In addition, regulatory agencies, such as the Food and
Drug Administration in the United States. conduct postmarket
surveillance. The goal was to guickly remove drugs from the
markel with unforeseen or catastrophic sxle effects. The Al
systems were constructed using a small dataset and may have
been compromised due (0 problems with generalization for
the addional samples. The Al system lacks an equivalent

ch for takang full responsibility for safety and efficscy

Advanced data-driven technok can help cl ans inter-
pret complex belerogeneous medical data and make appro-
pn.n: diagnoses and treatments for patients (2] In today’s
artificial 11 ce (Al) wols help
physicians and lighten their \\urklu.:d |3). Machine leam-
ing (ML) s used to replicate human behavior using
labeled data. The AIM 35 linked o the electronsc health
records (EHRs) of healthcare organizations [4). Data provided
by EHR systems enable more effective use of Al lechnologies.
The EHR mncludes both organized data (e.g.. patent demo-
graphics, diagnoses, and procedures) and unstructured data
(e.g.. physacian notes andd climcal reports).
Despste the promising research efforts at AIM, practi-
cal chmcal applicstion s limited by the problem of data

Mususicripe seceived December 29, 020 revisad Felewary 24, N02
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5. XAl helps determune the validity of target decisions
and ensures consensus among medical specialists. By acling
s decision support systems, XAls increase their confidence m
AIM [ 7). Explasnability is critical to the use of Al in bealthcare
decision-making (7). [8].

In recent years, social media platforms, such = Twitter and
Facebook, have gained popularity amoag the genmeral public.
They are packed with user-genersted content, mcluding fext,
social media data, photos, and videos. l'vpnulls. hate speech
can be fered an ex that a person
or group based on their sexual orentation, race, ethnicity,
religion, geader, color, or national onigin. Given 2 large amount
of user- gtntmkd oonl:nl on the Inlanﬂ especially on social
media, it is b imy 1o identify and

Ly stop Ihc ol hate speech, ie., in the
llhh( agunst racism and sexism. Given the vast amount of
user-generated information on the Intemet, especially on social
media, it is mereasingly important to identify and potentially
curb the spread of hate speech, for example, in the fight against
sexism and xenophobaa. The term “hate speech™ varses from
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A Multi-Threshold Ant Colony System-based Sanitization
Model in Shared Medical Environments

JIMMY MING-TAI WU, Shandong University of Science and Technology, China
GAUTAM SRIVASTAVA, Brandon University, Canada and China Medical University, Taiwan
JERRY CHUN-WEI LIN, Western Norway University of Applied Sciences, Norway

QIAN TENG, Shandong University of Science and Technology, China

During the past several years, revealing some useful knowledge or protecting individual's private informa-
tion in an identifiable health dataset (ie., within an Electronic Health Record) has become a tradeoff issue.
Especially in this era of a global pandemic, security and privacy are often overlooked in liew of usability. Pri-
vacy preserving data mining (PPDM) is definitely going to be have an important role to resolve this problem.
Nevertheless, the scenario of mining information in an identifiable health dataset holds high complexity com-
pared to traditional PPDM problems. Leaking individual private information in an identifiable health dataset
has becomes a serious legal issue. In this article, the proposed Ant Colony System to Data Mining algorithm
takes the multi-threshold constraint to secure and sanitize patents’ records in different lengths, which is ap-
plicable in a real medical situation. The experimental results show the proposed algorithm not only has the
ability to hide all sensitive information but also to keep useful knowledge for mining usage in the sanitized
database.

CC5 Concepts: « Information systems — Data cleaning: « Theory of computation — Evolutionary
algorithms: s Security and privacy — Data anonymization and sanitization;

Additional Key Words and Phrases: Privacy-preserving data mining. evolutionary algorithm, sensitive
itenisets, ant colony system
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1 INTRODUCTION
Since the early 2010s, data mining techniques [15, 16] have been utilized and applied in different

domains and applications that can be used to retrieve useful and meaningful information from
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Absiraci—The next revolution of the smart industry relies an
the emergence of the Industrinl Internet of Things (IoT) and
2GMG technolegy. The properties of such sephisticated commu-
nﬂh:mhﬂngﬁswﬂch.—g:urmhrnflﬁrmlhn
and ¢ ity and hring
dmu'ﬂﬂth,:l.ll.l,-ﬂ “things.” Ternheriz-based 6 networks
promise the best speed and relishility, but they will fnce new
mam-in-the-middle atacks. In sach critical and high-sensitive
emvironments, the secarity of data and privacy of information
still a big challenge. Without privacy-preserving considerations.
the ation state may be attncked or modified, thus consing

security problems and damage to data In this articke. moti-
vated by the meed to secure 8G IoT networks, an amt colony

is represenied ns & sel of possible deletion transactions for
hiding sensitive information. We wilize the ueol'l prelarge
concepl to assist in the reduction of maltipl =ans
hhluh.ﬁnummﬂulhndnplnhmﬂmlm
thons o thus Emp: B
effectivencss o find E BIE Can-
ducted comparing our methoadslogy te state-of -the-art bisinspired
jparticle swarm optimization (P30) as well as genetic algorithm
{GAL Our strong results clearty show that the designed approsch
achieves fewer side effecis while mainiaining low compuiational
oot averndl (Chen er al., 2020).

index Terms—Z0G060G, ant colony, decompaosition, deep learn-
ing. IloT, ohject detection, particle swarm optimibmtion (PSCY),
smart faciory.
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L INTRODUCTION

N SMART imclustry, sensors as well as sman devices are

widely deployed 1o collect events and mformation i wire-
less sensor perworks (WENg) deploved in the lnerner of
Things (1oT). Due Lo charctenstics, such as bemng lange-scale,
dynamie, sell-organzation, and constrained, the loT emviron-
menls are allractve Largels for many atacks (2], 3] thus
prvacy and securly concerns have become an emenging issue
in loT. With the currenl push in society 1o 50 and fuure
considerations for 60 networks, the need for secure com-
munscation prolocols and povacy techmgues Tor user dala s
paramount. The masn reason thal can be mentioned here s
thal i the 60 environmenl, every objedl commects o each
other 1o share or the infi and data effi .
Although the da communication and connecion in 60 brings
high elliciency of data exchanging and sharng, the exponen-
tmally increasing networks for the 10T eovaromment also bring
data privacy amd confidentiality threats. which wall be the
problem in the Ture 60 neoworks [4], [5). Withour strong
encryplion fechmigues for collected events a well as data,
altacks on the configuralion stabe may cause serious scurily
problems 1o systems. Sensitive and confidential information
shared by loT appleatons peed protection and can cause
development and deployment isses if securily is nol al the
forefront of application design [6]. Privacy-preserving data-
minmg {PPDM) | 7] minimizes the probabality of sensstve data
disclosure. PPDM can be widely applied 1o loT-based applica-
tons and domains, allowing For the sanitizaton of confidential
events and miommation lor sscurily purposes.

In PPDM, the most common approach w hade confiden-
tmal informatsen is through an ircate process known =
data sansization by using deletion operalions on ransac-
tons. During this process, unforunately several side effects
may be produced, such as mssing cost, lading Caslure, and
artificial cos1 hereby known as the three [aclors or three
koowa side elfects we wish o mummmze. The problem
of minimization of these side effects 15 a koown NP-hand
problem [7]. In PPDM, when considering dala smilizton,
il 1% ampartant o select the appropriale viclims {lransachions
or dtems) o be deleted from the dasbase thal can mini-
mize sude effecs. Agrawal and Snkant [T] fisa sised the
problem of PPM. Lindell and Pinkas [8] then presented the
1D3-baged muxle] which 15 used w pnmarily solve the FFDM
problem. Several algonthms that are relsled are also presented
o hide sensiive mubes or slems based om the samlizabion

procedure [9]-[11].
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Other research (5) — neural evolving and optimization
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Multi-Objective Neural Evolutionary Algorithm for

Combinatorial Optimization Problems

Yinan Shao, Jerry Chun-Wei Lin*, Gautam Srivastava, Dongdong Guo, Hongchun Zhang, Xiaonan Meng, and
Alireza Jolfaei

Absgraci—There has been o recent surge of suceess in optl-
mizing deep roinforcement learning models with neural evalu.
tianary algorithms. This type of method is inspired by biological
cvolution and uses different genetic operations to «volve nen-
ral petworks. Previows neural evolutionary algorithms mainly
focused on single-objective optimbcation problems. In this paper,
we present an end-o-end mult-objective neural evolutionary
algorithm based on decomposition and deminance (MONEADD)
for combinatorial optimization problems. The proposed MON-
EADD s an end-to-end algorithm that ulilizes genetic operations
and muld; \h:nlh lo nulw neural petworks for different

! without further englover-
Ing. To sceekerate conve rwnm a set of non-dominated neural
networks Is maintained hased on the notlon of dominance and
decompesttion In each generation, In inference time, the trained
model can be dircctly utilized to solve similar problems efficie ntly,
while the comentional heuristic methods teed (o Jearn rom
sratch for every given test problem. To further enhance the
moddl performance b inference tme, three multh-objective search
strategies are Introduced in this work, Our experimental results
clearly show that the proposed MONEADD has a competitive
and robust performance on o bl-objective of the classic Travel
Salesman problem (ISP, as well as Knapsack problem up

Different from heuristic algorithms, DRL aims (0 build an
end-to-end model tor combinatorial optimization problems.
There we two advantages to adopt DRL into combinatorial
optimization problems:

1) DRL models can be easily generalized o severnl differ-
ent combinatorial tasks without any hand-craft engineer-
ing, while genctic operators of heuristic algorithms are
often tsk-specific.

2) DRL models can learn from large unsupervised data,
and generate solutions within o forward pass of o neural
network, while most hearistic algorithms should always
search from (he scratch for every st problem, even the
problems are similar o each other,

Bello e al. [13] inroduced DRL into comb ial opti-
mization problems. They adopt a pointer network 10 model the
optimization problem and regard negative tour length s a re-
ward signal applied in TSP problems. Network parameters are
updated by the policy gradient method. They demonstrate that
DRL can be successfully applied to different combinatorial

o 200 instances, We abo cmpirically show that the desi 1]
MONEADD has good scalability when disteibuted on multiple
GPUs

Index T Neural b tal optimi neural ¢vo-
lutienary algorithm, decp rvlnhuwmrn( learning, multi-objective
learning, attention mechanism,

I INTRODUCTION

VER the past few years, deep reinforcement learning
OﬂDﬁLx has proven to be an effective tool for many
blems, such as ndation [

l I 13 l-tl compuxer vision 5], [6], |7). 5] and natural
language processing (9], [10) [11), [12). One interesting
mplmsuon is the combmatoml optimization problem. Com-
are conventionally solved
by heuristic algorithms. len a certain problem, heuristic
algorithms randomly generate a set of solutions and evolve
them generation by generation through genetic operators,
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Most related DRL studies focused on single-objective op-
timizaton [14], [15) (16, [17), [18). As for multi-objective
optimization problems (MOPs), a common solution is to adopt
a predefined weight veetor 1o combine different objectives and
regurd this value as a reward signal. Unfortunately, the weights
of different objectives are usually hard o define in real-world
applications. For example, in e-commerce, a seller may focus
on revenwe and paid orders simultancously. Whike paid orders
are much sparser than revenue, it is quite hard to find & specific
weight vector 1o combine these (wo objectives.

To solve these types of multi-objective optimization prob
lems, the concept of Pareto oplimality is commonly used.
The definitions of multi-objective oplimization problems are
then described below. Let u,v € R™, u is said o dominate
v oe=p u >y forevery i € 1,...,m and uy > vy for
at least one index j € 1,..,m A point 2* € £ is Pareto
optimal if there is no point « € 2 such that I'(x) dominates
F(a*). F(2*) is then called a Pareto optimal vector. Pareto
front (PF) is composed of all the Pareto optimal vectors [19].
An example of PF is shown in Fig, |.

In this paper, we propose the Muln-ub)cchve Neural Evo-
lutionary Algorithm based on | P and Dc
(MONEADD), which directly outputs a Parcto front for given
multi-objective combinatorial optimization problems. This is
the first neural evol y al hm for multi-objective rein-
forcement learning. Different from a conventional evolutionary
algorithm that can directly solve MOPs, neural evolutionary
algorithms utilize genetic operators to evolve neural networks,

Security and Privacy in Shared HitLCPS Using a
GA-Based Multiple-Threshold Sanitization Model

Jimmy Ming-Tai Wu ™, Gautam Srivastava P, Alireza Jolfaci @, Senior Member, IEEE, Matin Pirouz,
and Jerry Chun-Wei Lin B_ Senior Member, IEEE

Abstracr—In Cyher-Physicul Systems (CPS). especiolly in
hnmllﬂ!lnqrmmannhmmnump,rhtu-
curity and privacy for keeping sensitive information private is

Ifa
sensitive ilemset luhdummithulhlﬂ:rpmhlhllq
off being identified due i iis specificity. In this work. we propose
a new concept of multiple sappori threshobds to assist in resolving
this ixsme. The proposed method assigns o stricter threshold for
am ifemset. Furthermare, a pencl
is imvolved in the designed
In our experimental results. the GAbased PPDM approach s
compared with traditional Greedy PPDM approaches. The strong
experimental results clenrly show that sar proposed methasd can
give similar performance to comventional while still

maintaining higher-levels of security and privacy protection than
previous methods.

Inder  Terms—Privacy preservation. optimization. genetic
abgorithm, security, multi-threshold.

L. INTRODUCTION

N THE pastdecade, data moning techmgues [ 1], | 2] have been
wlilized and apphed i different domains and applications
that can be wsed 10 retrieve uselul and meaninglul information
from very large datases (big dsta). The fundamental algorithm
1o mane required pattermns is called Aprion [3] which uses the
minimum support threshold 1o first and foremosn discover the
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known s of frequent itemsets (FI) from a given datahase
wsing a bevel-wise approach. The next step is the use of a
combinational approach w derive all of the effective association
rules ARy 1hal are based on a muamum confidence threshold.
Sz whal is Known s the level-wise approach makes use of
a “generale-and-lest” mechamsm thal in essence almost always
requires magor computational costs, the elficient requent pattern
(FP)-tree structure [4] has been developed 1o keep the Trequent
I-itemsets in the tree. Next, a recursive FP-growih maning algo-
rathm 15 developed 10 mine the set of frequent ilemsets. Several
extensions in knowledge discovery in databases (KD} wene
then implemented 10 handle dafferent scenarsos and domainsg
for retrieving vanouws knowledge for decision-makmg, e, se-
guential pattern mining |5] and high-uility paterm mining | 6.
Sumce utiliny and sequence Factors ane two importand ssmes for
mining the significant informatson for decision making, several
wiorks regarding high-utility sequential patlern mining have been
intrisluced and discussed |7]-{9].

Allhough KDD eechnsgues can be used o mine the relation-
ship ol airbules in databases, confidential’prvale infommation
can alwo be revealed or referred Trom rebated information during
the mining progress | 1], For example, purchase behaviors can
refier o the visited malls and even the gender of customers that
should be consadered confidential information i data analylics.
Thus, usang whal 5 known & prvacy-preserving dala mining
(PPDM) techmagues (st amse &5 an imporant issue in recent
decades. The main purpose of FPDM can be defined exily as
the ability 1o high user-gefined sensitive and private mfonma-
tion whale siill mantasning the ability o discover both weful
and meanmgful information simultaneocusly from daabases for
efficient decision-making. Thus, the private or personal miorma-
lion can thus be hudden and secured. One lechnigue of PPDM
includes perturbation or sanitzzation approach in which the con-
fidental information reganding any patient’s record is perturbed
wsing a random process. This process distons sensitive data
waloes by changing them wsing a process of adding, sublracting,
or perurbing the data through olber meams. In addition, For
the sambizalion process 1o be able 10 hude maost ol the sensilive
inf: some of the associated rules may as a sde ellect
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be lost ax well as amificial rules have a chance of appearing
both as common side effects of the sandtization overall process.
One af the most well-known side effects common in FPDM
includes missing cosl, hiding Failure. o well & anilbeml cost.
To date, there have been many algonthms proposed that claim
Loy samilize any onginal dalabase and be able w effectively and
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Uncrewed Ground Vehicles
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Abstract

Predicting the power performance of unmanned vehickes is an emerging topic, and
real-time prediction models have gained widespread acceptance. However, some
models focus only on limited features, whike others directly incorporate all features
into the prediction model. There are inevitable tradeoffs between feature diversity
and interference, and between feature engineering and prediction efficiency. In
this work, we propose a 2-stage multi-head learning (2SMH) that predicts future
features over multiple head networks and then aggregates them as input to the sub-
sequent network to predict power consumption. Experimental results show that the
proposed 2SMH significantly outperforms the benchmark, with a maximum Mean
Absolute Error (MAE) of 30.4%. The 2SMH also exhibits significant improvement
in few-shot and zero-shot prediction, demonstrating its outstanding generality and
robustness. Moreover, the developed transfer mechanisms MAE show a reduction
of 18.2% and 13.7%. respectively. In summary, the 28MH achieves excellent
MAEs and demonstrates remarkable transferability and predictability.

1 Introduction

With the rapid and encouraging development of data mining and machine leamning, power prediction
is an emerging research topic that includes smart city, smart buildings, and electric vehicles. As for
large-scale power prediction, it is indispensable in smart cities and can be used as a decision-making
tool for energy management of smart power grids [T, including the discussions of dynamic pricing [Z]

and operational reserves [3]. In the smaller scale of smart buildings. techniques from smart meters,

sensor systems [4]], and energy storage [5]] are ofien used for damage identification [[f] and energy
efficiency [7].

Due to the rapid development of electric antomobiles, the power prediction of ekectric automobiles is
also an important topic, including battery research [B], route information [9], and driving behavior
analysis @ As for unmanned ground, air, and surface vehicles, various implementations for acrial
photography, ocean exploration, and smart factories [TT]] will play a role. Due to limited battery
capacity, real-time power prediction for unmanned vehicles is an important issue.

Research on smart cities and buildings mainly focuses on system design of [oT data collection
with feature engineering. Feature preprocessing can delay real-time predictions, leading to the
use of traditional and simple models. For electric vehicles, short-term power prediction models
are already widely used. However, some models focus only on limited data sources (e.g.. only
driving behavior [TU], route information [J], or battery [8]). On the other hand, some models use
multiple data sources but feed all features directly into the prediction model, which can lead to noise
interference between features. In summary., there are inevitable tradeoffs between feature diversity
and interference, and between feature engineering and prediction efficiency.
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